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Netflix OpenConnect Appliance Deployment
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e TCP New Reno + RACK
e Traffic is distributed equally across the stacks
e Router buffer size is the only variable

Caveat:
e Not a randomized A/B experiment
e Preliminary observations, lots of questions



P50 TCP Min Round Trip Time P50 TCP Max Round Trip Time

Reset zoom Reset zoom

~100ms difference on ~150ms difference on
median of min RTT median of max RTT



Goodput (Gbps) ELASTIC  TCP Retransmit Rate

Reset zoom Reset zoom

~1.5% extra of packet retransmission rate



Rebuffers Per Hour Streamed

Reset zoom

Big buffer stack increases rebuffer
rate by ~30%




P50 Play Delay

Reset zoom

~1s difference on
median play delay




Watch Season 2 Now

Mothers, dads, dau htér§, sans, grandparents and
more. Working together toitura home-cooked food into
something extraordinary. - 1
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-All 13 hostiles were confirmed kills.
-Clear!

GMT 23:41:15;13

|

NEW EPISODES



# of Standard Playback
(normalized)

# of Supplemental
Playback
(normalized)

Stack A (small buffer) 1.02 1.32
Stack B (big buffer) 1
# of Standard Playback # of Supplemental
Playback
Stack A (small buffer) 1.03 1.19

Stack B (big buffer)

.




Time Weighted Bitrate [ Log &

Small buffer stack average video
quality (measured by bitrate)
drops by 3%




>,
=
©
]
e/}
o
@
S
>

Small buffer stack

Small buffer stack

hourl-a (small buffer)
hourl-b (large buffer)
supplemental-a
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Percentile
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e PHY speeds: 15Mbps down / 3Mbps up
e Buffering: 500ms down / {200,500}ms up

o FIFO down / FIFO up (common scenario)

o FIFO down / FQ-CoDel up (proposed scenario)
e Competing flow:

O Bulk data upload (constant TCP data stream)



(One bulk connection for upstream congestion, 16ms base RTT, 10 repeats)
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(One bulk connection for upstream congestion, 16ms base RTT, refapp launched at t=20) via PVM

Slow 95 Result ~same as

growth in uncongested scenario
VMAF
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e Downstream congestion:

o Sizable QoE improvement on small buffer stack
m Play delay, Rebuffer rate, Video quality
e Even though retransmission rate is higher
m Network metrics are important, but

e Upstream congestion:

o Lab tests show that AQM improves QoE
m Play delay, Video quality



Thank You

Te-Yuan (TY) Huang



Backup Slides
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(No upstream congestion, 16ms base RTT)
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(No upstream congestion, 16ms base RTT, refapp launched at t=20 via PVM)

FIFO " FQ-CoDel
upstream .. upstream




